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Using homogeneous fuzzy cluster ensembles to 
address fuzzy c-means initialization drawbacks 
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Abstract— The goal of clustering algorithms is to reveal patterns by partitioning the data into clusters, based on the similarity of the data, 
without any prior knowledge. The fuzzy approach to the clustering problem, where the fuzzy c-means clustering algorithm (FCM) is one of 
the eminent representatives, provides more flexibility as it allows data to have partial membership into several clusters simultaneously. 
Despite the plethora of significant applications of FCM, there are several drawbacks which must be taken into consideration, as they may 
affect the accuracy and reliability of the obtained clusters. Sensitivity to initialization is one of the drawbacks, which is particularly relevant 
in the case of data characterized by a large value of variance. In this paper we are providing a cluster ensemble approach to address the 
issue of the sensitivity to initialization. Our methodology consists of the application of the FCM algorithm with several random initializations 
and several choices of the fuzziness parameter to obtain multiple partitions, which will be fused into the final consensus matrix by using a 
fuzzy t-norm. Finally we have experimentally evaluated and compared the accuracy of this methodology.  

Index Terms— Fuzzy c-means clustering, fuzzy cluster ensembles, consensus partitioning, fuzzy t-norm, unsupervised learning 

——————————      —————————— 

1 INTRODUCTION                                                                     
lustering, as an unsupervised learning form, is an im-
portant domain of machine learning with wide applica-
tions in various fields of research like business, medicine, 

pattern recognition, cognitive sciences etc. The key idea about 
clustering is the distribution of the instances (data points) into 
several clusters based on their similarity, thus revealing struc-
tures inside the data. While in the classification problem some 
class label information about data is provided, the clustering 
problem is vastly a data-driven procedure; what makes clus-
tering a very important tool as an initial step in data explora-
tory analysis [1]. The fuzzy approach to the clustering prob-
lem provides more flexibility compared to the crisp (hard) 
approach, as it allows data points to have partial memberships 
(a real value in the interval ]0,1[ ). Thus a data point does not 
have to be assigned to exactly one of the clusters as in the hard 
partitioning, but it may belong simultaneously to several clus-
ters. This approach is not only more flexible, but it also more 
realistic. Also it manages the problems of uncertainty, impre-
cision and noise that frequently associate the data from real 
world scenarios [1], [5]. 
 

The fuzzy c-means algorithm is one of the most widely-
used fuzzy clustering algorithms. It is expressed as a nonlinear 
optimization problem of an objective function, solved by a 
Picard iteration scheme. The algorithm needs several parame-
ters to be specified before starting the operations, like the 
number of clusters, the fuzzy exponent (fuzziness parameter), 
the similarity metrics and the scale of precision (tolerance) [4], 
[5], [6]. Also the partition matrix must be initialized, i.e. some 
initial values must be chosen as initial centers of the clusters.  
As the algorithm operates in an unsupervised way it is very 
sensitive to the choice of the parameters and the initial values 
of the cluster centers. In certain situations the obtained clusters 
may be unrealistic and the whole study may be affected. Gen-
erally the application of a single clustering procedure involves 
the risk of inconsistent results due to the biases and assump-
tions that characterize each clustering algorithm [2], [3].  
 

Instead of applying a single clustering procedure on the da-
ta, the application of several clustering procedures and later 
combining the results into a single final partition is the main 
idea of the cluster ensemble approach.  This technique aims to 
improve the accuracy and to provide stability to the treatment 
of the fuzzy clustering problem.  The fuzzy cluster ensemble 
approach typically avoids the disadvantages of a poor initiali-
zation and also it is more robust to the presence of noise and 
outliers in the data [2], [7], [8].  
 

Besides the usage of cluster ensemble approach to improve 
accuracy and robustness by avoiding the drawbacks that 
would associate a single clustering algorithm, there are several 
other successful applications of this approach known in litera-
ture. So an important application is in knowledge reuse. A 
typical example would be the exploit of knowledge in legacy 
clustering while re-clustering the data. Another important 
application is in the clustering of distributed data. Communi-
cating the entire set of data over the network would be a very 
complex task, or it may be even prohibited for privacy or secu-
rity reasons, while communicating results of clustering can be 
completed without facing any problem [1], [2]. 
 

2 THE FUZZY C-MEANS CLUSTERING ALGORITHM 
FCM is a clustering algorithm which allows data points to be-
long simultaneously to several of the resulting clusters. This 
method was developed by Dunn and improved by Bezdek [4] 
and is one the most widely-used unsupervised learning algo-
rithms. The algorithm is essentially a data-driven procedure, 
as no prior information (like labels of some data) are provided. 
The data points are categorized into several clusters (classes) 
based on some distance metric which estimates the dissimilari-
ty between the data points. Thus the algorithm tends to parti-
tion the data elements into several clusters where the elements 
in the same cluster are closer (smaller distance) to each other 
than to the elements in the other clusters [5], [6]. The elements 
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may have partial membership in several clusters, while the 
sum of the membership values into distinct clusters must be 
equal to 1. The algorithm tries to minimize the objective func-
tion:  
 (1) 

where n represents the number of elements in the data set, c 
represents the number of the clusters,  𝑐𝑗 the center (prototype) 
of the j-th cluster,  𝑥𝑖 the  𝑖-th element, µij the membership of 
the 𝑥𝑖 element in the 𝑐𝑗 cluster, 𝑑2(𝑥𝑖 ,𝑐𝑗) the square of the dis-
tance from 𝑥𝑖 to 𝑐𝑗 according to some distance metrics (dissimi-
larity metrics), and 𝜑 the fuzzy exponent which varies in 
[1,∞). There are several possible choices for the distance met-
rics like the Euclidean distance, the Manhattan distance, the 
Minkowski distance, the maximum distance, the Pearson cor-
relation distance etc.  

The algorithm consists of three important phases: the ini-
tialization of the cluster centers, evaluation of the distances of 
each data point from each cluster center and the update of the 
partition matrix. The algorithm takes as input the number of 
the clusters (c), the fuzzy exponent φ (such that  φ > 1) and the 
tolerance scale ε. The algorithm is described by the given 
pseudo-code [4], [5]: 

1. Pick c (random) points as the initial centers of the 
clusters. 

2. Assign k=1 
3. Compute the distance from each point and each cen-

ter according to chosen distance metrics.  
4. Update the partition matrix 𝑈𝑘 = [𝜇𝑖𝑗] , with entries:   

 

(2) 

5. Compute the new centers  
 

(3) 

6. If ||𝑈𝑘 −𝑈𝑘−1|| < ε  then TERMINATE, otherwise in-
crement k and jump to step 3. 

 
The final result of the FCM algorithm will be the partition ma-
trix 𝑈 with dimensions 𝑐𝑐𝑐 whose entries µij show the mem-
bership of the 𝑥𝑖 element in the 𝑐𝑗 cluster. Each of these entries 
will be a value in the interval [0,1] and the sum of the entries 
of each column will be equal to 1 (the memberships of each 
data point in the resulting clusters will sum up to 1).  

 
 

3 FUZZY T-NORMS 
The fuzzy t-norms (triangular norms) are considered as gener-
alizations of the classical intersection operator. From the 
mathematical point of view, a t-norm is a function from [0,1]2 
to [0,1] for which the following properties hold [13], [14]: 

• 𝑇(0,0) = 𝑇(0,1) = 𝑇(1,0) = 0 (boundary conditions) 
• 𝑇(𝑥, 1) = 𝑥, ∀𝑥 ∈ [0,1] (identity property) 
• 𝑇(𝑥, 𝑦) = 𝑇(𝑦, 𝑥), ∀𝑥∀𝑦 ∈ [0,1] (symmetry property) 
• If 0 ≤ 𝑢 ≤ 𝑥 ≤ 1,  0 ≤ 𝑣 ≤ 𝑦 ≤ 1 then 𝑇(𝑢, 𝑣) ≤ 𝑇(𝑥, 𝑦) 

(the monotonic property) 
• 𝑇(𝑇(𝑥, 𝑦), 𝑧) = 𝑇(𝑥,𝑇(𝑦, 𝑧)) ∀𝑥∀𝑦∀𝑧 ∈ [0,1] (the asso-

ciative property)  
As some particular examples of fuzzy t-norms which are care-
fully investigated and frequently employed in practice we 
would mention [9], [13], [14]: 

• The minimum t-norm (originating from Gödel–
Dummett logic) defined as  𝑇(𝑥,𝑦)  =  𝑚𝑚𝑚(𝑥,𝑦) 

• The Lukasiewicz t-norm (originating from 
Lukasiewicz logic) defined as 𝑇(𝑥,𝑦) = 𝑚𝑚𝑚(𝑥 + 𝑦 −
1,0) 

• The product t-norm defined as 𝑇(𝑥, 𝑦) = 𝑥𝑥 
• Hamacher t-norm defined as 𝑇(0,0) = 0 and 𝑇(𝑥,𝑦)  =

 𝑥𝑥/(𝑥 + 𝑦 − 𝑥𝑥) when at least one of x and y is differ-
ent from 0. Also it can be generalized as: 𝑇(𝑥, 𝑦)  =
 𝑥𝑥/(𝑟 + (1− 𝑟)(𝑥 + 𝑦 − 𝑥𝑥)) for any 𝑟 > 0 

 
In our application we utilize the product t-norm in the second 
stage of the ensemble in order to combine the multiple parti-
tions generated by the different runs of the clustering algo-
rithm, into the coincidence matrix. 

 
 

4 DESIGN PRINCIPLES OF CLUSTER ENSEMBLES 
There are many ways of designing a cluster ensemble. Firstly 
there are several choices that can be made about the selection 
of the clustering algorithm(s) [2], [7], [8], [10], [11], [12]:   

• applying multiple runs of a single clustering algo-
rithm with different initializations 

• applying multiple runs of a single algorithm by vary-
ing one or some of the parameters of the algorithm 
(i.e. the fuzzy parameter, the distance metrics etc) 

• applying multiple runs of a single clustering algo-
rithm with different sets of features (also known as 
feature-distributed clustering) 

• applying different clustering algorithms (known as 
heterogeneous or hybrid clustering) 

• applying the cluster algorithm(s) on different subsets 
on the entire data set, for example by re-sampling 
(known as distributed clustering) 

 
Also there exist many other forms of ensemble design by 
combining the general approaches mentioned above [7]. In 
this paper we have used a combination of the first and second 
techniques, so we apply several runs of a single clustering al-
gorithm (the fuzzy c-means algorithm) with different initiali-
zations and with different values of the fuzzy parameter. 
 
At the end of the first stage of the ensemble approach, as a 
result of several runs of the algorithm(s), several soft parti-
tions of the data are obtained. In the second stage the obtained 
partition will be combined together to generate a single final 
partition. Also there are several possible choices that can be 
made for the second stage, like [1], [7], [10], [15], [16]: 

• The re-labeling approach (also known as the direct 
approach) tries to find relationships among the gen-
erated clusters in the different partitions in order to 
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combine the data points placed in the corresponding 
clusters. 

• The graph-theoretic approaches use concepts of graph 
theory to determine the final resulting partition. In 
literature some of the most well-known graph theo-
retic algorithms for the combination of the partitions 
are: Cluster-based Similarity Partitioning Algorithm 
(CSPA), Hyper-graph Partitioning Algorithm 
(HGPA), Meta-clustering Algorithm (MCLA) and 
Hybrid Bipartite Graph Formulation (HBGF). 

• The feature-based approach handles the results of the 
applied clustering algorithm(s) as a categorical fea-
ture. The group of L features is considered as an ‘‘in-
termediate feature space’’ and another clustering al-
gorithm can be run on it. 

• The pair-wise approach (also known as co-association 
approach) utilizes a coincidence matrix among all 
pairs of data points. In the case of the hard clustering 
this matrices will have entries 0 (if the two data points 
do not belong to the same cluster) or 1 (if they belong 
to the same cluster). In the case of fuzzy clustering the 
entries of the matrices are evaluated using t-norms. 
These matrices are then combined to yield the final 
clustering. 

 
In this paper we have used the pair-wise approach to create 
the coincidence matrices for each partition. In the final stage 
we have to generate the consensus clustering based on the 
entries of the coincidence matrix. Again there is more than one 
choice that can be made to complete this stage [7], [9]: 

• A threshold value may be used to modify the values 
of the incidence matrix. So the values above the 
threshold are set to 1 and the values below the 
threshold are set to 0. Finally the consensus partition 
is generated directly from the new values of the inci-
dence matrix. 

• The values in the incidence matrix may be interpreted 
as similarities and a (fuzzy) clustering algorithm may 
be run on them to generate the consensus partition.  

 
We have employed the second approach in our ensemble 

model. Although the choice of the clustering algorithm in the 
final stage is independent of the choice of the clustering algo-
rithm during the first stage, we have decided the use the FCM 
algorithm in both cases. 

 

5 THE IMPLEMENTED ENSEMBLE MODEL 
There are two main approaches in the design of a cluster en-
semble, which are the heterogeneous ensembles and the ho-
mogeneous ensembles. In the case of heterogeneous cluster 
ensembles several distinct clustering algorithms are employed 
to run on the data for generating the partitions, while in the 
case of homogeneous cluster ensembles a single clustering 
algorithm is run several times varying one or more of its pa-
rameters. In this study we have used a homogeneous cluster 
ensemble model based on the fuzzy c-means (FCM) algorithm. 
In the first stage of the ensemble, multiple partitions are gen-

erated by using different random initializations and by run-
ning the FCM several times for each initialization with differ-
ent values of the fuzzy parameter (the values that we have 
used are 1.5, 2, 2.5 and 3). Later using the pair-wise approach 
we combine the multiple partitions generated in the first stage, 
into a coincidence matrix. To evaluate the entries of this matrix 
we use a t-norm, more specifically the product t-norm. Finally 
we run the fuzzy c-means again, now on the values of the in-
cidence matrix to find the consensus clustering. 
 

 Some of the relevant inputs to be specified before our en-
semble model starts operations are: the data set X =
{x1, x2, … , xn}, the number of clusters to be generated c, the 
number of runs of the clustering algorithm 4k (we denote it as 
a multiple of 4 as for each initialization we will apply the FCM 
with four distinct values of the fuzzy parameter: 1.5, 2, 2.5 and 
3) and the fuzzy t-norm T(x, y). The entire ensemble procedure 
may be described by the given pseudo-code: 
 

1. For each value of the variable 𝑐𝑐𝑐𝑐𝑡 from 0 to 𝑘 − 1 do 
the steps 2 and 3. 

2. Randomly initialize the centers of the clusters.  
3. Apply the FCM algorithm on the data using this initial-

ization and respectively the values 1.5, 2, 2.5 and 3 for 
the fuzzy parameter to generate the corresponding par-
titions 𝑈4𝑐𝑜𝑢𝑛𝑡+1,𝑈4𝑐𝑜𝑢𝑛𝑡+2 ,𝑈4𝑐𝑜𝑢𝑛𝑡+3 and 𝑈4𝑐𝑜𝑢𝑛𝑡+4. 

4. For each value of the variable 𝑖 from 1 to 𝑛 do the steps 
5 - 6. 

5. For each value of the variable j from 1 to 𝑛 do the step 
6. 

6. Evaluate the current entry of the coincidence matrix M: 
 

(4) 

7. Apply the FCM algorithm on the rows of matrix M to 
generate the final consensus partition 𝑈∗. 

  
 

6 EXPERIMENTAL RESULTS 
Several experiments were conducted on various data sets to 

compare the accuracy of our fuzzy clustering ensemble meth-
od. For each data set we have firstly applied the FCM algo-
rithm alone and later the ensemble method, with respectively 
4, 8 and 12 values of the parameter k (remind that 4k repre-
sents the total number of runs of clustering algorithms during 
the first stage, so in these cases the total number of runs is 16, 
32, 48). Seven data sets were used among which five datasets 
of the UCI machine learning repository 
(http://archive.ics.uci.edu/ml/), namely Wine, Glass, Yeast, 
Statlog (Vehicle Silhouettes), Dermatology and two synthetic 
data sets.  

The Wine data set contains the results of a chemical analy-
sis of wines grown in the same region in Italy but derived 
from three different cultivars. The analysis determined the 
quantities of 13 constituents found in each of the three types of 
wines.  

The Glass data set contains values of samples of glass, with 
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attributes representing chemical and optical properties of the 
instances. 

The Yeast data-set contains information about proteins 
within yeast cells with the class attribute denoting the localiza-
tion within the cell.  

The Statlog (Vehicle Silhouettes) dataset contains features 
of silhouettes of vehicle seen from many different angles. 

The Dermatology dataset contains features of skin condi-
tions for some dermatologic diseases. 
 
The details of the datasets are provided in the following table. 

 
TABLE 1 

Details of the Used Datasets. 

Dataset Number of at-
tributes 

Number of 
instances 

Wine 13 178 
Glass 9 214 
Yeast 8 1484 
Statlog (V.S.) 18 846 
Dermatology 33 366 
Synth1 9 250 
Synth2 12 320 

 
 For each data set we do not use any labeling information 
while applying the clustering procedures. After the final re-
sults are generated we utilize the provided labels in the evalu-
ation of the accuracy of the clustering model. In the next table 
are summarized the results about the accuracy of the respec-
tive algorithms. 

TABLE 2 
Accuracy of the Clustering Models 

Dataset FCM Cluster ensembles 
k=4 k=8 k=12 

Wine 0.56 0.59 0.60 0.62 
Glass 0.63 0.66 0.64 0.65 
Yeast 0.66 0.68 0.69 0.68 
Statlog (V.S.) 0.57 0.58 0.61 0.61 
Dermatology 0.55 0.55 0.57 0.58 
Synth1 0.71 0.72 0.74 0.74 
Synth2 0.68 0.70 0.72 0.73 

 
 
As it seen from the table 2, the cluster ensemble approach is 

almost always more efficient than a single run of the classical 
fuzzy c-means algorithm. Another important observation is 
that when the number of multiple runs of the cluster ensemble 
data points increases, the accuracy is generally improved, but 
also rarely the increase in the number of multiple runs of the 
cluster ensemble may not change or may even slightly deterio-
rate the accuracy.  
 
  

6 CONCLUSIONS 
In this paper we have presented a homogenous cluster en-
semble approach for enhancing the accuracy and robustness of 

the treatment to the fuzzy clustering problem. The clustering 
algorithms are characterized by drawbacks like biases, sensi-
tivity to the initialization, sensitivity to outliers, sensitivity to 
noise etc. There is no clustering algorithm to operate superior-
ly to all datasets.  

Our cluster ensemble model consists of three main stages. 
In the first stage many partitions of the data are obtained by 
multiple runs of the fuzzy c-means algorithm with distinct 
random initializations and with various values of the fuzzy 
parameter. In the second stage the partitions are fused to cre-
ate the coincidence matrix. Here a fuzzy t-norm was used for 
the evaluation of the entries of the coincidence matrix. In the 
last stage the entries of the coincidence matrix are used as data 
on which the fuzzy c-means operates again to yield the final 
consensus clustering.  
Experimental results on five benchmark data sets and two 
synthetic data sets provided evidence of a better accuracy of 
the fuzzy cluster ensemble approach compared to the classical 
fuzzy c-means clustering.  
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